Local Importance Sampling: A Novel Technique to Enhance Particle Filtering
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Abstract – In the low observation noise limit particle filters become inefficient. In this paper a simple-to-implement particle filter is suggested as a solution to this well-known problem. The proposed Local Importance Sampling based particle filters draw the particles’ positions in a two-step process that makes use of both the dynamics of the system and the most recent observation. Experiments with the standard bearings-only tracking problem indicate that the proposed new particle filter method is indeed very successful when observations are reliable. Experiments with a high-dimensional problem that makes use of both the dynamics of the system and weight, respectively, and \( \pi \) determine the posterior, \( \pi_t(x) = p(X_t = x|Y_1, \ldots, Y_t) \), over the states.

Three major factors can be identified that influence the performance of filtering algorithms: (i) the spread/peakiness of the process noise; (ii) the spread/peakness of the observation noise; and (iii) the severity of ‘perceptual aliasing’ due to \( h \) that makes the recovery of the state from the sequence of observations hard even in the ‘zero noise’ limit.

Particle filters (see e.g. [7, 9, 5]) approximate the posterior by empirical measures of the form

\[
\pi_t(x) = \frac{\sum_{k=1}^{N} w_t^{(k)} \delta(x - X_t^{(k)})}{\sum_{k=1}^{N} w_t^{(k)}},
\]

where \( X_t^{(k)} \) and \( w_t^{(k)} \) represent the \( k \)th particle’s position and weight, respectively, and \( \delta(\cdot) \) is Dirac’s delta function.

Here \( X_t^{(k)} \) and \( w_t^{(k)} \) are (random) quantities that depend on the sequence of past observations \( Y_{1:t} \). Using the above empirical measure \( \pi_t(x) \), the estimate of the expectation of an arbitrary function \( h \) with respect to the posterior can obtained by

\[
I_{t,N}(h) = \frac{\sum_{k=1}^{N} w_t^{(k)} h(X_t^{(k)})}{\sum_{k=1}^{N} w_t^{(k)}}.
\]

The goal is to construct \( \pi_t \) such that \( I_{t,N}(h) \) is close to \( \mathbb{E}[h(X_t)|Y_{1:t}] \), independently of \( h \).
The generic particle filter works by updating the particle’s positions and weights in a recursive manner. The update is composed of two steps: computation of the particle’s new positions is done by sampling from the so-called proposal function, followed by the update of the weights and the optional resampling step [7]. In the bootstrap filter [7] the particle’s positions are updated independently of each other by sampling the kth particle’s new position using \( a(X_t^{(k)}; ξ_t^{(k)}) \), where \( ξ_t^{(k)} \) is sampled from the common underlying distribution of the process noise variables \( ξ_t \), whilst the weight of the kth particle is computed by evaluating the observation likelihood \( p(Y_t | X_t^{(k)}) \).

When the level of the observation noise is low, the observation likelihood function becomes ‘peaky’. In other words it becomes concentrated around its modes. In such a case if the position of a particle is not sufficiently close to one of these modes then the particle’s weight will become small. This causes a serious increase of the variance of the estimate when most except a few particles have very small weights. This is easy to see if we notice that those particles whose weights are small do not effectively contribute to the estimate \( L_{1,N}(h) \). Hence, the estimate’s variance will be of the same order as if the number of particles would be changed to the number of particles that have significantly non-zero weights. Since the variance is inversely proportional to the number of particles, we get that if many particles have close to zero weights except a few ones then the variance of the estimate increases. The situation is not better either if all particles have small weights. In this case all particles are in the tails of the observation likelihood. Since the tail is typically very poorly modelled, the quality of the posterior’s estimate will be poor, too. We call the problem that with increasingly more peaky observation functions the performance of particle filter can be expected to decrease the “curse of reliable observations”. Note that the curse of reliable observations is not a theoretical question: In many real world applications when the sensors are accurate (e.g. vision) the observations are very reliable.

In fact, the curse of reliable observations is a well-known peculiarity of particle filters. The general advise to remedy this problem is to use a proposal that depends on the most recent observation [5]. However, in some cases finding a proposal that is tractable, has no false peaks and still yields good performance can be notoriously hard. Another often used method is to replace the observation likelihood function by one which is less peaky. This method trades off approximation error (of the system’s observation likelihood) and estimation error. Finding the right balance between these two sources of error can be quite cumbersome. A straightforward alternative to these methods is to increase the number of particles until a sufficiently high number of particles is placed close to the peaks of the observation likelihood function (in fact, this can be done adaptively). Unfortunately, for high dimensional systems, quite common in applications (e.g. [12, 8]), this approach may become infeasible because it may require an enormous number of particles: One expects that the number of particles will scale exponentially with the dimensionality of the system. Hence new methods that scale well to high-dimensional spaces even when the observations are reliable are of substantial interest.

The main idea underlying the algorithms of this paper relies on the following simple observation: Since the main source for the inefficiency of particle-filters is that the particles’ positions are far from the modes of the observation likelihood, one should let the modes of the likelihood function ‘attract’ the particles. Hence, after the particles’ positions are proposed using the prediction density as in the bootstrap filter, they are allowed to undergo a further randomized adjustment when the most recent observation is taken into account.

In this paper we consider two methods in details. The first method, the local likelihood sampling based particle filter (LLS filter) was first introduced by us in [16] and it is used to motivate the second one. In the LLS filter the second sampling step employs a localized version of the observation likelihood function. Weights are calculated so that the process remains unbiased. The second algorithm, that we call the local importance sampling based particle filter (LIS filter) is the main theme of this paper.

The second step employs a generic proposal density function that, in general, should match closely the observation likelihood function. The weight update equations are modified so that unbiasedness is retained. A practical variant of the LIS filter that uses mixture of Gaussian proposal and hence is universal and is still easy to implement is studied in greater detail.

The paper is organized as follows: In Section II we introduce the necessary notation. This section is followed by a description of the algorithms (Section III), which is followed by a description of related research (Section IV). Experimental results on variants of the bearings-only tracking problem are presented in Section V. Here we compare the performance of the mixture of Gaussian’s based LIS filter with that of the baseline bootstrap filter and the Auxiliary Variable Particle Filter (AVPF) [11]. The standard bearings-only problem is selected as it is a very good example of a problem when the observations are reliable. We also study the algorithm in a high-dimensional version of the basic problem. Finally, our conclusions drawn in Section VI.

II. NOTATION

The following notations will be used throughout the article: for an integrable function \( f \), \( I(f) \) will denote the integral of \( f \) with respect to the Lebesgue measure. Convolution is denoted by *:

\[
(f * g)(x) = \int f(y)g(x - y)dy .
\]

Capital letters such as \( X, Y \) will be used to denote random variables, whilst their corresponding lower counter-
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This algorithm has been introduced in the conference paper [17] serving as the basis of this communication.
parts \((x, y, \text{ etc.})\) will be used to denote values that they can take on. Expectation and variance are denoted by \(E\) and \(\text{Var}\), respectively.

Let us denote the transition kernel corresponding to the dynamics \(a\) (cf. (1)) by \(K = K (u|v)\), i.e., \(\int_{\mathcal{U}} K (u|v) \, du = P (a (v, x_t) \in \mathcal{U})\), where \(\mathcal{U}\) is any measurable subset of the state-space. Further, let us denote the observation likelihood density by \(r = r (y|x)\), i.e., \(\int_{\mathcal{Y}} r (y|x) \, dy = P (b (x, \eta_t) \in \mathcal{Y})\), where \(\mathcal{Y}\) is any measurable subset of the observation space.

III. ALGORITHMS

A. LLS filters

The basic idea of LLS filters [16] is to draw a sample from the prediction density as in the bootstrap filter and then to allow the particles attracted by the modes of the observation density. A window-function \((q)\) is used to localize the observation density’s effect on the sample, hence the name of the procedure. The role of localization is to prevent particles ‘jump around’ in the state-space. This allows LLS filters to retain information available in the previous time step’s posterior in an effective way. The procedure is shown in Fig. 1.

![Figure 1. LLS Filter](image)

The following proposition, showing the unbiasedness of the two-stage sampling step of the LLS filter was shown to hold in [16]:

**Proposition 1.** Let \((X_t, Y_t)\) evolve according to Equations (1)-2. Assume that \(g\) is a non-negative, integrable function satisfying \(I (g) = 1\). Let \(\{ (\hat{w}_t^{(k)}, \hat{x}_t^{(k)}) \}\) be the particle step (with un-normalized weights) obtained at time step \(t\) of the LLS filter. Then

\[
E [\hat{w}_t^{(k)} h (Z_t^{(k)}) | Y_{1:t}] = E [h (X_t) | Y_{1:t}] p (Y_t | Y_{1:t-1}).
\]

This result allows us to conclude that weighted averages of the form (3) can be used to approximate \(E [h (X_t) | Y_{1:t}]\). In particular, as a consequence convergence results (almost sure convergence, convergence in distribution, mean-square, finite sample performance bounds) can be derived along the lines of previous proofs (see [3] and references therein).

Proposition 1 leaves open the question whether the two-stage sampling step buys anything compared to the simpler procedure of the bootstrap filter. The following result proven in [16] can be used as a starting point for a positive answer in some cases:

**Theorem 1.** Fix \(X_{t-1}\). Assume that both the bootstrap filter and LLS draw \(X_{t}^{(k)}\) from \(p (\cdot) \defeq K (\cdot | X_{t-1}^{(k)})\). Let \(s \in [1, \infty]\) and \(f (\cdot) \defeq r (Y_t | \cdot)\). Then there exists a positive number \(c\) that depends on \(s\), \(g\) and \(p\) such that when

\[
(f, p) \geq (f \ast g, (fp) \ast g) + c I (f) \| f \|_s,
\]

then LLS is more efficient as measured by the variance of its weights than the bootstrap filter.

The efficiency condition (4) depends crucially on the size of \(\epsilon\). Using the constructions of [16] it can be shown that \(\epsilon\) measures how fast the tail of \(g\) decays as compared to the decay rate of the tail of \(p\). For \(s = 1\) and when \(p\) is unimodal and the tail of \(g\) decays faster than the tail of \(p\), \(\epsilon\) can be shown to be ‘small’. In such a case, condition (4) becomes \((f, p)^2 \gtrsim (f \ast g, (fp) \ast g)\). Since for typical choices of \(g\), convolving functions with \(g\) cuts high frequencies, the efficiency condition (4) can be expected to hold for problems when the prediction density, \(p\), is ‘broad’ as compared to the observation density, \(f\), i.e., when observation noise is low compared with the noise of the dynamics.

Note that the algorithm can be generalized easily to use window functions that change depending on \(X_t^{(k)}\) by replacing \(g (X_t^{(k)} - x)\) in the sample-perturbation step by \(g (X_t^{(k)} - x; X_t^{(k)})\) and redefine \(\alpha_t^{(k)} \defeq \int p (Y_t | x) g (X_t^{(k)} - x; X_t^{(k)}) \, dx\). The simplest application of this is to fit \(g\) to match the energy distribution of the observation noise conditioned on \(X_t^{(k)}\). In some applications it may worth to make \(g\) dependent on the observation \(Y_t\).

B. Local Importance Sampling

One problem with LLS filters is that unlike bootstrap filters, they rely on whether sampling from \(r (Y_t | \cdot) g (X_t^{(k)} - \cdot) / \alpha_t^{(k)}\) is possible (in an efficient way). One possible remedy to this problem is to sample from a proposal \(q_{X_t, \cdot} (\cdot)\)
instead of sampling from \( r(Y_t | \cdot) \). The resulting algorithm that we call Local Importance Sampling is given in Fig. 2.

Proposition 2. Let \((X_t, Y_t)\) evolve according to Equations (1)-(2) and consider the LIS filter. Assume that \( q \) is a bounded, integrable function for all \( x, y \). Let \( \{ \hat{w}_t^{(k)}, Z_t^{(k)} \}^N_{k=1} \) be the particle set obtained at step \( t \). Then

\[
E[|w_t^{(k)}| h(Z_t^{(k)}) | Y_{1:t-1}] = E[h(X_t) | Y_{1:t-1}] p(Y_t | Y_{1:t-1}).
\]

Proof. First note that \( \alpha_t^{(k)} = (q x_t^{(k)} * g)(X_t^{(k)}) \). Let \( h \) be an arbitrary integrable function and let \( I = E[|w_t^{(k)} h(Z_t^{(k)}) | Y_{1:t-1}] \). The law of total probability, \( I = E[|w_t^{(k)} h(Z_t^{(k)}) | X_t^{(k)}, Y_{1:t-1}] \). By the definition of \( Z_t \) and \( \hat{w}_t \),

\[
E[|w_t^{(k)} h(Z_t^{(k)}) | X_t^{(k)}, Y_{1:t-1}] = \int h(z) q x_t^{(k)} * g(x_t^{(k)}) r(Y_t | z) g(x_t | z) dz.
\]

and hence by Fubini’s theorem

\[
I = \int \int h(z) K(z | \hat{Z}_{t-1}^{(k)}) r(Y_t | z) g(x_t | z) dz.
\]

which equals the posterior multiplied by \( p(Y_t | Y_{1:t-1}) \), finishing the proof.

Similarly to Proposition 1, this statement shows that the two-step sampling step of LIS filter is unbiased. Hence, we can expect that LIS filters will enjoy similar theoretical properties as the bootstrap filter, or the more general SIR filters [7]. Building on our previous argument, it is not hard to show that LIS is more efficient than the bootstrap filter under conditions when LLS is more efficient than the bootstrap filter and when the proposal function \( q_{x,y} \) fits \( r(\cdot | \cdot) \) around \( x \) for any \( x, y \). Instead of developing such a theoretical result, the efficiency of the new algorithm will be demonstrated in the experimental section on a number of problems.

C. Using Gauss-Mixture Proposals in LIS filters

If in LIS the window function is chosen to be a Gaussian and the proposal function is chosen to be a mixture of Gaussians at the same time, we get a particularly attractive algorithm. First, since continuous densities can be well-approximated to any error by mixtures of Gaussians [14, 13] the resulting algorithm retains it generality. Further, as we show it now, the algorithm can also be implemented efficiently.

Let \( u = (x, y) \) and choose \( q_{x,y} = q_u \) to be a mixture of Gaussians with \( n \) components, having priors \( p_{u,1}, \ldots, p_{u,n} \), means \( \mu_{u,1}, \ldots, \mu_{u,n} \) and covariance matrices \( \Sigma_{u,1}, \ldots, \Sigma_{u,n} \). Then

\[
q_u(z) = \sum_{i=1}^n p_{u,i} e^{-1/2(z - \mu_{u,i})^T \Sigma_{u,i}^{-1}(z - \mu_{u,i})}.
\]

Let the window function be a zero-mean Gaussian with variance \( \Sigma_y \):

\[
g(z) = ((2\pi)^N | \Sigma_y |)^{-1/2} e^{-1/2 z^T \Sigma_y^{-1} z}.
\]

In order to implement the LIS filter one needs to be able to draw samples from \( q_u(\cdot) g(x - \cdot) \) and to evaluate \( (q_u * g)(x) \). For the above specific choices, it turns out that \( q_u(\cdot) g(x - \cdot) \) is a mixture of Gaussians, too with covariances and means defined by the following equations:

\[
C_{u,i} = (\Sigma_{u,i}^{-1} + \Sigma_y^{-1})^{-1},
\]

\[
\nu_{u,i} = C_{u,i}^{-1} \Sigma_y^{-1} x + C_{u,i}^{-1} \mu_{u,i}.
\]
and unnormalized weights:

\[ L_{u,i} = p_{u,i} e^{-1/2 \left( \mu_u - x \right)^T \Sigma_u^{-1} \left( \mu_u - x \right)} \left( 2\pi \right)^{-n/2} |\Sigma_u|^{-1/2} |\Sigma_g|^{-1/2} . \]  

(9)

Let \( L_u = \sum_{i=1}^n L_{u,i} \). Notice that \((q_u * g)(x) = L_u\). Further, sampling from \( q_u(.) g(x - \cdot) \) can be implemented by first drawing an index from the normalized weights \( (L_{u,i} / L_u) \) and then drawing a sample from the appropriate Gaussian. The corresponding calculations are further elaborated on in Fig. 3 for a single particle and a single time-step (time indices and conditioning on previous samples/observations are dropped).

**Inputs:** prediction density \((K(., X))\), observation density \((r(., Y))\), observation \((Y)\), Gauss-mixture proposal \(q_u\)

- Draw the \( j \)th particle \( X_j \) from \( K(., X) \). Let \( u = (X_j, Y) \).
- Calculate the Gauss-mixture parameters \((\nu_{u,i}, C_{u,i}, L_{u,i})\) of \( q_u(.) g(X_j = \cdot) \) using Equations (7)–(9).
- Draw an index \( k \) from \( \left( L_{u,i} \right) \) \( i = 1 \)
- Draw \( Z_j \) from a Gaussian with mean \( \nu_x,k \) and covariance \( C_{u,k} \).
- Calculate the weight \( w_j = \left( \sum_{i=1}^n L_{u,i} \right) f(Z_j) K(Z_j | X) q_u(Z_j) K(X_j | X) \).

Figure 3. Local Importance Sampling with mixture of Gaussians proposals and Gaussian window function \((q_{x,y}(z)\) is defined by (5), and \( g(z) \) is defined by (6))

**IV. RELATED WORK**

The Local Likelihood Sampling (LLS) algorithm, that was briefly overviewed in Section III.A, was introduced in [16]. Here we generalized the idea underlying LLS to obtain a new algorithm, the Local Importance Sampling (LIS) based particle filter. LIS filters are more flexible than LLS filters, whilst we believe that they retain the advantages of LLS filters.

One of the best known particle filter whose aim is to overcome the curse of reliability is the Auxiliary Variable Particle Filter (AVPF) introduced by Pitt and Shephard [11]. In addition to the bootstrap filter, AVPF is the baseline particle filter used in our experiments. AVPF is an instance of the generic SIR filter [7]. It uses a proposal density of the form \( q(x_{t+1}|X_{t-1}, Y_t) \) \( \propto \sum_{k=1}^N r(Y_t|X_t^{(k)}) K(x_t|X_t^{(k)}) \), where \( X_t^{(k)} \) is the expected next state for particle \( k \): \( X_t^{(k)} = E[a(X_{t-1}^{(k)}, \xi_t)|X_{t-1}^{(k)}] \).

Sampling is implemented by first doing a weighted resampling step using the weights \( r(Y_t|X_t^{(k)}) \) and then drawing the next states using the transition density kernel \( K \). Another trick is to compute the unnormalized weight of particle \( k \) by \( r(Y_t|X_t^{(k)}) / r(Y_t|X_t^{(p_k)}) \), where \( p_k \) is the index of the particle that was used to draw \( X_t^{(k)} \) (see Section 13.3.2, [6]).

AVPF is similar to LLS/LIS filters in that it also allows the observation to influence the sampled positions of the particles. This makes AVPF somewhat more efficient than the bootstrap filter when the observation density is peaky. However, as this influence is still moderate (since the particles’ positions are still sampled from the prediction density) highly peaked observation functions or when the prediction density is broad, AVPF’s performance will still degrade unless the number of particles is kept high. Another issue arises when the prediction density is multi-modal. In this case using the expected next states does not make sense as the “predictor variables” \( X_t^{(k)} \). In such a case one must typically resort to sampling from the kernel \( K \), further increasing the variance. The advantage of AVPF to LIS filters is that in LIS filters the user has to design the proposals, though we note that this choice can be made automatic by employing standard density estimation methods.

Another recent method aimed to increase efficiency in the face of reliable observations is likelihood sampling considered e.g. in details in [4]. In this approach it is the likelihood function \( p(Y_t|.) \) that is used as the proposal, whilst the prediction density is used to calculate the weights. The success of this method thus will depend on whether the likelihood is a good predictor of the true state. For multi-modal likelihoods (when aliasing effects are severe) a large number of particles can be generated away from the likely ‘next’ positions. Such particles will get low weights in the weighting process and thus will have no significant effect on the estimated posterior thereby increasing the variance of the estimator. Although LLS/LIS also make use of the likelihood density (or an approximation to it), they first sample from the prediction density, followed by sampling from a localized forms of the observation likelihood function. Hence LLS and LIS will not be adversely affected by multi-modal observation likelihoods.

The LS-N-IPS algorithm, introduced in [15], can be thought of as the precursor of LLS/LIS. The difference of LLS/LIS and LS-N-IPS is that LS-N-IPS modifies the position of particles in the second stage by letting them climb the observation likelihood in a deterministic way. Hence, this algorithm introduces some additional bias and relies on the availability of a method to climb the observation likelihood. Although, according to the well-known bias-variance dilemma, introducing bias is not necessarily ‘bad’, LLS/LIS filters can achieve the same variance reduction without introducing any additional bias.\(^3\) Another advantage shown here is one of the most frequently used ones.

\(^2\) The generic AVPF leaves open the choice of \( X_t^{(k)} \). In practice, the choice of \( X_t^{(k)} \) need not be the prediction from a deterministic transition function.

\(^3\) Note that weighted importance sampling itself yields biased estimates of the posterior.
tage of, LLS/LIS filters is that they do not rely on the availability of a hill-climbing algorithm. Boosted particle filters (BOOPF) [10] are probably the closest to LLS/LIS filters in their spirit. BOOPF is another instance of SIR. Its proposal, using our notation can be written in the form:

\[ q(\mathbf{x}_{t-1}, Y_t) = \alpha(\mathbf{x}_{t-1}, Y_t) r(Y_t | \cdot) g(\mathbf{x}_{t-1}) + (1 - \alpha(\mathbf{x}_{t-1}, Y_t)) K(\cdot | \mathbf{x}_{t-1}), \]

where \( \mathbf{x}_{t} \) is the expected next state given \( X_{t-1} \), \( g \) is a rectangular window function and

\[ \alpha(\mathbf{z}, y) = \begin{cases} A, & \text{if } r_0 < \max_{x':d(x', \mathbf{z}) \leq \lambda} r(y | x'); \\ B, & \text{otherwise}. \end{cases} \]

Here \( 0 < B \ll A < 1 \), and \( r_0, \lambda \) are parameters to be chosen by the user. In effect, BOOPF will sample the next state from the localized version of the observation likelihood when the observation likelihood is sufficiently large in a neighborhood of the expected next state, whilst in the other case the prediction density is used to sample the next state.\(^4\) In any case, the above proposal depends on the most recent observation and drawing samples from it can be done in an efficient manner. Unlike LLS/LIS, BOOPF’s performance degrades when the prediction density is multi-modal or when it has a large variance as in such cases the expected value of the next state is a bad predictor of where the next state might be.

V. EXPERIMENTS

The purpose of this section is to present the results of a series of experiments the LIS filter is compared with the baseline bootstrap filter and AVPF, the purpose being to systematically compare LIS with these other algorithms in a controlled environment. We have chosen the bearings-only tracking problem, described in the section, as the tracking problem to be used. Actually, we used two versions of this problem: The standard single object version where the problem is to track a single ship by using angular measurements only and a version with more than one ship, where the ships move independently of each other and the observations carry information about the identity of the ships that they originate from. The purpose of considering this second problem was to study the scaling properties of the algorithms studied as a function of the dimensionality of the state space.

A. The Bearings-only Problem

The ‘bearings-only tracking’ problem has been considered previously by several authors [7, 11, 2, 1]. The aim is to track the motion of a ship, while observing only angles to it. The problem is illustrated on Fig. 4. Without the loss of generality the observer’s position is fixed to the origin. The straight lines connecting the ship’s position and the observer in subsequent time steps define the angles (with respect to the horizontal line). These angles corrupted by noise form the series of observations.

Formally, the ship’s dynamics is second order, with the horizontal and vertical components developing independently of each other:

\[ X_{t+1} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix} X_t + \sigma_n \begin{pmatrix} 1/2 \\ 1/2 \\ 0 \\ 0 \end{pmatrix} \xi_t. \]

Here \( X_t \in \mathbb{R}^4, \xi_t \in \mathbb{R}^2, \xi_{t1}, \xi_{t2} \sim \mathcal{N}(0, 1). \) \( X_{t1} \) and \( X_{t3} \) represent the ship’s horizontal and vertical positions, respectively, whilst \( X_{t2} \) and \( X_{t4} \) represent the ship’s respective horizontal and vertical velocities. The initial state is sampled from a 4-dimensional Gaussian with a diagonal covariance matrix whose parameters will be given later.

The angle to the ship at time \( t \) is \( \theta_t = \tan^{-1}(X_{t3}/X_{t1}). \) The noise corrupting this angle has a wrapped Cauchy density:

\[ r(y | \theta_t) = \frac{1}{2\pi} \frac{1 - \rho^2}{1 + \rho^2 - 2\rho \cos(y - \theta_t)}. \]

Provided that \( \rho \) is close one, the wrapped Cauchy density with its high peak around zero and heavy tails is thought to reflect a sonar’s behaviour well: angular measurements are typically very reliable with occasional outliers.

The parameters of the system used in the experiments were as follows: When a single ship is tracked, the initial state is sampled from a Gaussian with mean \((-0.05, 0.001, 0.2, -0.055)\) and with a diagonal covariance matrix with diagonal entries \(0.001 \times \begin{pmatrix} 0.5^2 & 0.005^2 & 0.3^2 & 0.01^2 \end{pmatrix} \). The magnitude of the process noise is given by \( \sigma_n = 0.001 \), whilst the parameter of the wrapped Cauchy distribution is \( \rho = 1 - 0.005^2 \).
In the experiments, where three ships are to be tracked, the initial state is sampled from three Gaussians. For all of these Gaussians we use the covariance matrix used in the single-ship experiments. The means of the Gaussian belonging to first ship are identical to the means used in the single-ship experiments, whilst the means of the of the other Gaussian were (0.02, -0.01, 0.6, -0.055) and (0.05, -0.01, -0.2, -0.02).

In the multi-experiment the three ships move independently of each other. Further, unlike in multi-target tracking, we assume that the observations are not unordered, i.e., we do not consider here the ambiguity of the assignment of observations to the objects. Formally, if \(y_1, y_2, y_3\) are the observed angles, \(\theta_1, \theta_2\) and \(\theta_3\) are the angles corresponding to the positions of ships one, two and three then

\[
r_3(y_1, y_2, y_3|\theta_1, \theta_2, \theta_3) = r(y_1|\theta_1)r(y_2|\theta_2)r(y_3|\theta_3).
\]

It should be clear that this model is limited in the sense that in many cases one would never know the correspondence between the observations and objects. In fact, the major source of difficulty for real-world multi-target tracking lies in resolving this ambiguity. However, our focus here are the scaling properties of the algorithms as a function of the dimensionality of the system and for this purpose the above problem is a just good enough.

**B. The Choice of the Proposal for LIS**

We first discuss the choice of the proposal function \(q_{x,y}\) for the single ship tracking task. The idea underlying the design is that of observation is simple: the predicted particle position, \(x\), is adjusted to fit closely the observed angles as the angular measurements are reliable. The actual choice of the importance function \(q_{x,y}\) is a Gaussian with one of its axes parallel to the observation angle. The mean of \(q_{x,y}\) was set to the particle's position projected to the observation angle line. To be more exact \(q_{x,y}\) is a Gaussian with mean \((x_1 \cos\theta + y_3 \sin\theta, y_1, y_2, y_3)\), where \(y_i\) is the observed angle, whilst the covariance is set to \(U \Lambda U^T\) with

\[
U = \begin{pmatrix}
\cos(y) & -\sin(y) \\
\sin(y) & \cos(y)
\end{pmatrix}
\]

and

\[
\Lambda = \begin{pmatrix}
\kappa \sigma^2 & 0 \\
0 & \sigma^2
\end{pmatrix}.
\]

Here \(\kappa > 0\) is a design parameter defining the ratio of the variance along the axis parallel to the observed angle to the variance along the orthogonal axis. Its value is chosen arbitrarily to be 100. A reasonable value for \(\sigma^2\), the variance along the orthogonal axis, is the value that makes the Gaussian fit the Wrapped Cauchy observation density the best. We used this value in our experiments.

As \(U\) is independent of the particles’ positions, \(U\) can be precomputed at the beginning of the sampling steps, leaving only the calculation of the Gaussians’ means in the body of the loop. The window function \(g\) is defined as a zero-mean Gaussian with covariance matrix

\[
C = \begin{pmatrix}
\delta_y & 0 \\
0 & \delta_y
\end{pmatrix}.
\]

It is easy to see that these choices enable us to use the Gaussian-mixture LIS (cf. Fig. 2).

We must remark that the proposal function and the window function as defined above depend only on the position of the ship. Hence, when a particle’s state is adjusted in the second sampling step, its velocity component must be appropriately adjusted (in a deterministic manner). Although, strictly speaking, this procedure does not fit the description of LIS, it can be shown by some limiting arguments that the it still gives unbiased samples.

**C. Results for Single Ship Tracking**

Particle filters have many qualities that must be taken into account for their meaningful comparison. These include (i) tracking performance, (ii) computation cost, (iii) memory needs, and (iv) ease of implementation. As far as implementation easiness is concerned, the bootstrap filter is a clear winner. The implementation easiness of LIS and AVPF are not that easy to compare, as both have a number of design parameters whose tuning typically requires experience and insight. Our experience is that LIS and AVPF are roughly equal as far as their implementation easiness is concerned.

In the rest of this section we compare these filters in a qualitative manner. The tracking error defined as the Euclidean distance between the mean predicted and the actual ship positions was used as the basis of the measurements. Measurements were made along trajectories of length 10, following the literature. The tracking errors were measured with 10 independent state-observation sequences, whilst keeping the initial position fixed. Unless otherwise noted, each result is the average of 100 runs for these 10 sequences.

The simplest way to compare particle filters is by their tracking error whilst the number of particles is kept the same. Fig. 5 shows such results as a function of time steps. Here the number of particles is kept at 100 for all algorithms. As expected, AVPF performs better than the baseline bootstrap filter. LIS improves upon the performance of both the bootstrap filter and AVPF quite significantly. In order to develop an understanding of what these performance differences mean, we present ‘particle clouds’ generated by the three algorithms for an arbitrary selected time-step in Fig. 6. It should be clear from the figure that the particle set generated by LIS is much better concentrated along the lines pointing towards the true state than the sets generated by both AVPF and the bootstrap filter. Literally, LIS makes a better use of the available information. Moreover, the particle sets generated by AVPF are more concentrated around the true state than those generated by the bootstrap filter.
The running time of all the considered algorithms scales linearly with the number of particles. Hence in real-time applications where the per iteration time is limited, the running time will limit the number of particles that can be used. Since the per particle cost of the algorithms is different, the slower algorithms’ performance will suffer more from real-time constraints. Comparing the computational cost of algorithms is not easy. Here we provide both a detailed analysis of the per particle computations for each of the algorithms, as well as the results of some empirical results. Table 1 shows a detailed account for the various elementary computational steps for the algorithms considered. This table can serve as the basis of predicting the running times of the various algorithms. For example, in computer vision applications the evaluation of the observation density is the far most expensive step as it involves calling the actual image processing routines. In other applications (like the one considered here) the various steps have roughly the same cost. In such a case, LIS with $N$ particles can be expected to be cheaper to execute than the bootstrap filter with $M$ particles or AVPF with $K$ particles if $3.5N < M$, and respectively, $1.75N < K$. The next table (Table 2) shows the actual measured running times of the algorithms. The codes of the three algorithms were written in C++ and all of them have reasonable implementations. No special effort was made, except those already mentioned, to optimize the codes of the algorithms. The table shows both the total CPU time when the number of particles is the same for all the three algorithms and the total CPU time when the particle numbers are set so that the errors of the algorithms are roughly equal (see Fig. 7). Given this table, we may conclude that LIS is roughly 12.5 times slower than the bootstrap filter and is roughly 2.6 times slower than AVPF, thus the theoretical predictions are off by a factor of 3.6 and 1.5, respectively. Despite this when the tracking errors are kept equal we get that LIS is the winner (in terms of execution time), followed by AVPF and the bootstrap filter.

Fig. 8 shows the tracking error and the deviations of the errors of the three algorithms in the 10th time step for a

<table>
<thead>
<tr>
<th>BPF</th>
<th>AVPF</th>
<th>LIS</th>
<th>IS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling from the dynamics</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Evaluating the obs. density</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Evaluating the dyn. density</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Sampling from the proposal</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Proposal Density Evaluation</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Per-particle computation steps of the bootstrap filter (BPF), AVPF, LIS and Importance Sampling(IS). Preprocessing for LIS is the calculation of the means of two Gaussians. This boils down to computing two matrix-vector products, implementable with 8 multiplications.

<table>
<thead>
<tr>
<th>BPF</th>
<th>AVPF</th>
<th>LIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time with 10000 particles</td>
<td>122ms</td>
<td>590ms</td>
</tr>
<tr>
<td>CPU time with equal error $N$=3000</td>
<td>36.6ms</td>
<td>29.5ms</td>
</tr>
<tr>
<td>$N=500$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=100$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Measured running times of the bootstrap filter (BPF), AVPF and LIS with equal particle numbers and equal errors ($N$ is the number of particles)

The machine used was a Mobile Intel Celeron 2.5GHz with 256 MB RAM.
number of sample sizes. As expected, the error decays (although not very rapidly) as the number of particles is increased for all the three algorithms. Interestingly, LIS keeps a considerable margin over the other algorithms over the range investigated, though its gain, by the nature of the problem studied, decreases when the number of particles is increased.

In the above experiments the standard deviation of the window function $\sigma_g$ was set to 0.0005 and the ratio parameter $\kappa$ of the proposal was set to 100. In order to test the sensitivity of LIS to these parameters we experimented with a number of values for these parameters. First, the window parameter was changed. This resulted in no significant changes in the performance as long as the parameter was kept in a reasonable range. It should be clear, however, that if the window size is too small then LIS degrades to the bootstrap filter. As remarked earlier, smaller values of $\kappa$, the parameter that governs how much we trust in the predicted distance of the ship, were found to yield to enhance performance. As $\kappa$ and the window size both grow to infinity the algorithm degrades to likelihood sampling.

### D. Results for Tracking Multiple Ships

Several real-world tasks require tracking of objects in high-dimensional spaces. In this section we study the performance of the algorithms for the simplified multi-object tracking problem that was described informally in Section V.A. Formally, we assume that the observation likelihood for the observations $Y_1, \ldots, Y_M$ (assuming $M$ ships) is of the product form:

$$r(Y_1, \ldots, Y_M | \theta_1, \ldots, \theta_M) = \prod_{k=1}^{M} r(Y_k | \theta_k).$$

Clearly, when $M$ ships are tracked, the dimension of the state becomes $4M$. In reporting the errors the Euclidean distance of the mean predicted and actual positions is divided by the number of ships tracked, so as to allow a meaningful comparison of results obtained with differing ship-numbers. Exploiting the simple structure of the problem, the proposal of LIS is chosen to take a product form, just like the window functions.

In the first set of experiments 3 ships were tracked, resulting in a state-space of dimension 12. Fig. 9 shows the tracking errors of the algorithms as a function of time. These results were obtained with 10 tracking sequences and 100 runs for each sequences. Compared with Fig. 5, we observe that the advantage of LIS against the other algorithms increases considerably.
time case, as well. Table 3 serves as the basis for computing the respective particle numbers. We note that as compared with the results for tracking a single ship, the execution times for the bootstrap filter and AVPF are doubled only, whilst that of for LIS are tripled. The better than expected execution times for the bootstrap filter and AVPF are a bit of surprising. We conjecture that some low-level mechanisms (caching, loop unrolling) might have caused this differences. Based on these results, the number of particles in the subsequent experiments was set to 10, 50 and 100, respectively. Fig. 10 shows the resulting tracking errors as a function of time steps. LIS again clearly performs better than the other algorithms, despite that it uses 10 particles only. Figs. 11–13 plot the particle clouds for the three algorithms. Note that on these figures a single particle is represented by 3 points. We also remark that the horizontal and vertical scales are different in these figures. This creates the (wrong) impression that the estimated posterior’s variance in the horizontal direction for both the bootstrap filter and AVPF were larger than the variance in the vertical direction. The number of particles is 100. The ships’ positions are represented by larger circles. The figure also shows the straight lines connecting the observer’s position with positions of the ships.

![Figure 10](image.png)

**Figure 10.** Average tracking error for the bootstrap filter, AVPF and LIS when tracking 3 ships. The number of particles are set to 100, 50 and 10, respectively so as to ensure that the algorithms’ running times are the same.

<table>
<thead>
<tr>
<th></th>
<th>BPF</th>
<th>AVPF</th>
<th>LIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time with 10000 particles</td>
<td>245ms</td>
<td>796ms</td>
<td>4597ms</td>
</tr>
<tr>
<td>CPU time with equal error N=10000</td>
<td>245ms</td>
<td>238ms</td>
<td>4.6ms</td>
</tr>
<tr>
<td></td>
<td>N=3000</td>
<td>N=10</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Measured running times of the bootstrap filter (BPF), AVPF and LIS with equal particle numbers and equal errors (N is the number of particles) for tracking 3 ships (N is the number of particles)

Figs. 14–16 show the sample paths of the ships together with the mean predicted positions for a given sequence. In these plots the number of particles are 1000 for the bootstrap filter, 200 for AVPF and 10 for LIS. Visual inspection reveals that LIS indeed makes a better use of the available information in the observations. In fact, the figures show that the error of tracking of the second ship becomes overly large for the bootstrap filter, whilst for AVPF the error becomes somewhat large both for the second and the first ship. Although the tracking error towards the last steps increases for ship 2 for LIS, LIS’s errors are still much smaller than those obtained for the other algorithms for all ships and almost all time steps.

For the sake of completeness, the average tracking error with the corresponding standard deviations are plotted in Fig. 17 as a function of the number of particles. The figure confirms that tracking errors decrease with increasing the number of particles. Again, LIS is able to keep its margin over the range investigated.
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**Figure 11.** Illustration of the posterior representation of the bootstrap filter when 3 ships are tracked simultaneously.

Figs. 14–16 show the sample paths of the ships together with the mean predicted positions for a given sequence. In these plots the number of particles are 1000 for the bootstrap filter, 200 for AVPF and 10 for LIS. Visual inspection reveals that LIS indeed makes a better use of the available information in the observations. In fact, the figures show that the error of tracking of the second ship becomes overly large for the bootstrap filter, whilst for AVPF the error becomes somewhat large both for the second and the first ship. Although the tracking error towards the last steps increases for ship 2 for LIS, LIS’s errors are still much smaller than those obtained for the other algorithms for all ships and almost all time steps.

For the sake of completeness, the average tracking error with the corresponding standard deviations are plotted in Fig. 17 as a function of the number of particles. The figure confirms that tracking errors decrease with increasing the number of particles. Again, LIS is able to keep its margin over the range investigated.
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**Figure 12.** Tracking error as a function of the number of particles. The figure confirms that tracking errors decrease with increasing the number of particles. Again, LIS is able to keep its margin over the range investigated.

Figs. 14–16 show the sample paths of the ships together with the mean predicted positions for a given sequence. In these plots the number of particles are 1000 for the bootstrap filter, 200 for AVPF and 10 for LIS. Visual inspection reveals that LIS indeed makes a better use of the available information in the observations. In fact, the figures show that the error of tracking of the second ship becomes overly large for the bootstrap filter, whilst for AVPF the error becomes somewhat large both for the second and the first ship. Although the tracking error towards the last steps increases for ship 2 for LIS, LIS’s errors are still much smaller than those obtained for the other algorithms for all ships and almost all time steps.

For the sake of completeness, the average tracking error with the corresponding standard deviations are plotted in Fig. 17 as a function of the number of particles. The figure confirms that tracking errors decrease with increasing the number of particles. Again, LIS is able to keep its margin over the range investigated.

![Figure 13](image.png)

**Figure 13.** Tracking error as a function of the number of particles. The figure confirms that tracking errors decrease with increasing the number of particles. Again, LIS is able to keep its margin over the range investigated.

**This normalization causes the decrease of the standard deviations.**
Figure 12. Illustration of the posterior representation of AVPF when 3 ships are tracked simultaneously. The number of particles is 50.

Figure 13. Illustration of the posterior representation of LIS when 3 ships are tracked simultaneously. The number of particles is 10.

Figure 14. The ships’ trajectories and the corresponding mean predicted positions of the 3 ships for the bootstrap filter with 1000 particles.

Figure 15. The ships’ trajectories and the corresponding mean predicted positions of the 3 ships for AVPF with 200 particles.

sionality is increased, whilst the performance of LIS stays steady. The degradation of the performance of the bootstrap filter is not as severe as one would expect due to the smoothness of the dynamics of the system (for less smooth systems the error might blow up exponentially).\footnote{In fact, we suspect that the errors at $N = 20$ are very close to the error level that can be obtained by pure prediction given the initial state and not taking into account the observations.} We think that it is quite encouraging that the tracking error of LIS is not effected by the increased dimensionality, raising the hope that LIS could be used as a basis of efficient particle filters that are able to track very high-dimensional systems with a fairly high precision.

VI. CONCLUSIONS

The ‘curse of reliable observations’ refers to the well-known limitation of particle filters that increasingly reliable observations causes their performance to degrade. In this paper we have considered a family of particle filters that are designed to avoid this curse. These algorithms are modifications of the standard bootstrap filter whereas after the prediction step, the particles are randomly relocated in a second sampling step where sampling is restricted to a neighbourhood of the current position and is influenced by the most recent observation. Depending on whether this second step uses the observation density directly or an importance function, the resulting algorithms are called the Local Likelihood Sampling (LLS) or Local Importance Sampling (LIS) based particle filters. LLS was proposed earlier in [16], whilst LIS is proposed here. We have argued that LLS and LIS are more efficient than previous algorithms when the observations are reliable and that they can actually avoid the curse. Experiments with the standard bearings-only tracking problem and one multi-object version confirmed this expectation. Importantly, as compared to the bootstrap filter and AVPF, LIS was found to be increasingly more efficient...
as the dimensionality of the system to be tracked was increased. This raises the hope that based on LIS efficient particle filters might be designed for the open problem of tracking objects in very high-dimensional spaces.
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